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## Public Announcement Logic (II)

Example: card game. Alice holds 7 of spades, Bob holds king of clubs, Claire holds ace of hearts. Notation: $a: 7 \boldsymbol{A}, b: K \boldsymbol{\&}, c: A \circlearrowright$.
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I say out loud: Claire holds $7 \mathbf{C}$ or $A \bigcirc$.
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In formulas: $[(c: 7 円) \vee(c: A \varnothing)]\left(K_{a}(c: A \rho) \wedge \neg K_{b}(c: A \varnothing)\right)$
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## Arbitrary Public Announcement Logic (II)

Example: $\diamond\left(K_{c}(a: 7 \boldsymbol{\uparrow}) \wedge K_{a} K_{c}(a: 7 \boldsymbol{\uparrow}) \wedge \neg K_{b} K_{c}(a: 7 \boldsymbol{\uparrow})\right)$
Interpretation: there is something I could say that would result in (i) Claire knowing that Alice holds 7円, (ii) Alice knowing that Claire knows and (iii) Bob not knowing that Claire knows. LIED
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The 'intuitive' version for the semantics of $\square \varphi$ more properly corresponds to its intended meaning ' $\varphi$ is true after arbitrary announcements'. This version is not well-defined, as $\square \varphi$ is itself one such announcement.
[Balbiani et al., 2007]

## APAL example (revisited, I)

Consider this conversation:
Me, speaking out loud: There is something I could say, that would result in Alice learning that Claire holds the 9 of spades or the ace of hearts, without Bob finding out.

> Claire, thinking to herself: Oh, then Alice must have the 7 of spades. Alice, thinking to herself: Oh, then Claire must know that I have the 7 of spades.
> Bob, thinking to himself: That tells me nothing.
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## F-APAL: fully arbitrary! (I)

Not immediate but still true:
Theorem
$\square$ in F-APAL is a fully arbitrary public announcement, i.e. it satisfies (*).
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Therefore: for all $\varphi, M \models \square \varphi \leftrightarrow \square_{\left(\left|2^{w}\right|+1\right)} \varphi$. By construction, $\square$ quantifies over all $\square$-free formulas. By the equivalence, every formula with $\square$ is equivalent (on $\mathcal{M}$ ) to one without. So: for every $\psi, \square$ quantifies over formula that is equivalent to $\psi$.
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## Summary

In summary: $\square$ in F-APAL is a fully arbitrary public announcement, satisfying

$$
\begin{equation*}
\mathcal{M}, w \models \square \varphi \text { if and only if } \mathcal{M}, w \models[\psi] \varphi \text { for all } \psi . \tag{}
\end{equation*}
$$

But at a price: F-APAL uses proper class of auxiliary operators $\square_{\alpha}$.
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But: we are still searching.
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[^0]:    ${ }^{2}$ At least: if we fix a set-theoretic universe.

