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Today

Vectors



Vector space

A real vector space is a set V whose elements can be added and multi-
plied by real numbers in harmony with to the usual rules of addition and
multiplication.



Linear combination
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Linear independence

Vectors vy, ..., v, € V are linearly independent if non of them is expressible
as a linear combination of the others. That is, for any k = 1, ..., nn there are
nowa; € R,i =1,...,n,i# k such that
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Basis

Vectors vy, ..., v, € V form a basis of V iff

1) vy,..., v, are linearly independent,

2) any other vector v € V is expressible as a linear combination of
Vi,..., Vy.



Dimension

All basis has the same number of basis vectors in it and this number is
called the dimension of V.



Linear transformations

Let U and V be vector spaces. A map A : U — V is linear iff for all
uy, ..., u, €V,uq,...,a, €R
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The set of all linear maps from U to V forms a vector space.



Coordinatization

A basis vy, ..., v, € V induces a linear bijection between V and IR" which
is called a coordinatization. In other words, relative to a given basis
Vi, ..., vy € V, vectors of V can be represented by vectors of R".



Matrix representation

R™ — IR" linear maps can be represented as matrix products.

Therefore, relative to given bases in U and V, linear maps U — V can also
be represented as matrix products.



Dual space

The set of linear maps from V to R is called the dual space of V, and de-
noted by V*. The elements of V* are called covectors (or 1-forms).

V* is a vector space.



Dual basis

Let vq,...,v,, € V be a basis of V. Then covectors pl, .., p" € V* defined by

P (v) = {o ifi ]
form a basis of V*.

Hence, the dimension of V* is equal to the dimension of V.



Tensors

A map
T:V' x (V) =R, (v1,..., Vs, P, ..., p’) =T (Vl,...,Vr,pl,..., P’) €R

that is linear in all of its arguments is called a tensor of type (7,s).

The set of tensors of of type (7,s) forms a vector space.



Tensor product

Letp,q € V*.
pRq: VXV =R, (p®q)(u,v)—p(u)q(v)

is a (2,0)-type tensor, which is called the tensor product of p and q.



Scalar product

Amaps:V x V — Ris called a scalar product iff s is
* linear in both arguments
e symmetric, thatis s (vi,v2) = s (v, v1)

e s(v,v) >0ands(v,v) =0 v=0



Pseudo scalar product

Amaps:V xV — Ris called a pseudo scalar product iff s is
* linear in both arguments
e symmetric, thatis s (vi,v2) = s (v, v1)

e nondegenerate, that is, if s (u,v) = 0 forallu € V then v = 0.



